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Background 

Corrosion defects in pipeline systems is one of the significant threats to the structural integrity of buried pipelines 

worldwide. Therefore, the pipeline corrosion management is a crucial task, which includes an engineering assessment 

of corrosion defects called high-resolution inline inspections (ILI) to inspect the pipeline conditions and mitigate the 

effect of defects. To determine a re-inspection plan and a sound defect mitigation strategy, modeling the corrosion 

growth is substantially important. In the literature, methods to model corrosion growth in oil and gas pipelines can be 

categorized into three groups: deterministic, stochastic and machine-learning-based models. Power law model – one 

of the widely accepted deterministic models – has been used to estimate the time-dependent atmospheric corrosion. 

For predicting internal corrosion rate, the de Waard-Milliams model was proposed, which relates the corrosion rate 

with the 𝐶𝑂2 partial pressure and the temperature. However, those deterministic models cannot capture the stochastic 

nature of the corrosion process. To overcome it, various stochastic-process-based models have also been developed 

to capture the growth of corrosion defects on pipelines, such as inverse Gaussian processes, gamma processes , Markov 

chain models , and hierarchical Bayesian models. In recent years, there has been considerable interest in employing 

machine learning models to predict the corrosion growth of pipelines. However, the inherently stochastic and hidden-

physics-driven nature of the corrosion growth process were not fully addressed by the previously developed models. 

This paper proposes a physics-informed latent variable model for nonstationary time series data. 

Methodology 

Consider a multivariate time-series data matrix 𝑿𝑛×𝑇 that consists of 𝑛 time series obtained from the sensors and 

uniformly sampled from time 𝑡 = 1 to 𝑡 = 𝑇, where 𝑋𝑖𝑡 is the value of the 𝑖𝑡ℎ time series at time 𝑡, each time series 

{𝑋𝑖,𝑡}𝑡=1
𝑇

 represents the measurement of the same variable at 𝑛 locations. A discrete-time multivariate nonstationary 

time series model was assumed to have the following form: 𝑋𝑖,𝑡 = 𝑓(𝝃𝑖 , 𝑡; 𝜽𝑓)⏟      
𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑖𝑠𝑡𝑖𝑐

+ 𝑔(𝝃𝑖 , 𝑡; 𝜽𝑔)⏟      
𝑠𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐

+ 𝜀𝑖,𝑡⏟
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 

𝑒𝑟𝑟𝑜𝑟

 where 

𝑓(∙) and 𝑔(∙) are the deterministic and the stochastic components of 𝑋𝑖,𝑡 parametrized by 𝜽𝑓 and 𝜽𝑔 respectively 𝝃𝑖 =

[𝜉𝑖,1, 𝜉𝑖,2, … 𝜉𝑖,𝐿] represents the vector of latent variables for the 𝑖𝑡ℎ time series and 𝜀𝑖,𝑡 ~
𝑖𝑖𝑑
𝒩(0, 𝜎𝜀

2), where 𝒩(𝜇, 𝜎2) 

denotes the normal distribution with mean 𝜇 and variance 𝜎2, is the measurement error. For simplicity of the modeling 

process, we assumed 𝑔(∙) ≡ 𝒩 (𝜇𝑖,𝑡(𝝃𝑖 , , 𝑡; 𝝂), 𝜎𝑖,𝑡
2 (𝝃𝑖 , , 𝑡; 𝝋)), which models the non-stationarity of the time series 

𝑋𝑖,𝑡 (i.e., the change of stochastic process parameters). The true underlying model structure was depicted in Figure 1. 

To identify the latent variables of 𝝃𝑖’s and discover the underling relationships between the time series and the latent 

variables, the agglomerative hierarchical clustering and physics-informed regression models were used.   

Results and Discussion 

In this case study, we simulated noisy high-resolution ILI data using a well-known corrosion growth model — power 

law function with initiation time coupled with a nonstationary Gaussian stochastic process. Here, we had a total of 

150 time series for training the latent variable model, in which each soil type had 50 time series. Next, the deterministic 

component was separated from the stochastic component and noise by using the moving average with window length 

𝑘 = 50, the value of k was selected to optimally separate the deterministic and stochastic components. The 

implementation of physics-informed regression models with latent variables and long-term forecasting of time series 

using the latent variable model was demonstrated in Figure 2 and Figure 3. For each time series in the training set, 

we performed moving average method to extract the deterministic component and computed the root-mean-square 

envelope of the stochastic component, which was demonstrated in Figure 2. Agglomerative hierarchical clustering 

was performed with the distance metric “chebychev” and the linkage method “weighted”.  
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Figure 1. True underlying model structure with latent variables. 

 

 

Figure 2. Decomposition of time series data into the 
deterministic component and stochastic component. 
The deterministic component was illustrated by red 
line in the first subplot. In the second plot, the root-
mean-square envelope of the stochastic component 
was obtained. 

 

Figure 3. Long-term time series forecasts of 3 

representative corrosion depth time series from three 

different clusters.  
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